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e Previous methods rely on a tree of surrogate sub-tasks. e Ground Truth as a set of class-labeled masks: e An overview of the mask transformer architecture. e COCO test-dev set, TTA: Test-time augmentation.
Although these sub-tasks are tackled by area experts, they {y; }is, = {(my,ci) Vs (1) N Classes: Method Backbone | TTA | PQ PQ™ PQSt
fail to comprehensively solve the target task. . . . - |
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—————1 I g Anchor | * Prediction in the exact same form: —>  Chair (thing) ,
Instance BOX | N o N s betable (i Panoptic-FPN RN-101 409 48.3 29.7
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Semantic | 1 co entation : |_R§r}evssio_n_! | m;: predicted masks after pixel-wise softmax, e DetectoRS RX-101 s 1496 578 371
Segmentation | | —— —— 27N . pi(c): class probabilities (thing, stuff, no object ©). -~ No object . .
—— A~ 4| N ) : : v Box-free panoptic segmentation methods
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* Our mask transformer enables end-to-end panoptic seg- e Predict a class-ID for each mask:

: : : : p Pixel Attention Memory
mentation for the ﬁFst time l:?y directly predicting a set of ¢; = arg max p;(c) (3) | MaX-DeepLab-S MaX-S 190 540 416
object masks and their semantic classes. c P'XGA|ttt0e r':{c'iif:mv MaX-DeepLab-I. MaX.T 513 570 404

* Predict a mask-ID for each pixel:

N Classes: 2w = ArEMAX M h oy * Architecture Ablations.
@' (4) .
. M2P M2M P2M  P2P Axial Large
Dog Chair - - - Vhe11,2,...,H}, Ywel,2,..., W}. . 5 | PO POTh POSt
° { } { } We augment the pixel-path CNN with a global memory path, Attn  Attn  Attn  Attention Input Q PR PQ
enabling any CNN layer to read and write the memory. / 447 485 139
TRAINING WITH PO-STYLE LOSS We adopt all four types of attention between the two paths. v/ v/ 450 489 399
* Inspired by Panoptic Quality (PQ) decomposition: 4 4 4 45.7 49.8 394
PQ = RQ x S N ATTENTION MAPS o0 / 7.8 519 415
* MaX-DeepLab correctly segments a dog sitting on a chair, N Qo_ Qx5Q. | | ) v v v v/ 494 54.5 41.8
while other state-of-the-art methods fail because RQ: recognition quality, 5Q: segmentation quality. - Input Head 1 Head 2 Output .
(a) the centers of the dog and the chair are close to each other, § | ® A PQ-style similarity metric is defined between a ground * Runtime (ms), on a V100 GPU.

(b) the boxes ot the dog and the chair overlap a lot. truth class-labeled mask and a predicted mask: . Method Backbone | Input Size | Runtime | PQ
, im(y;. 4:) = pi(c;) x Di ) 6 .
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* Match predictions to GTs with the metric: DETR RN-101 | 1333 %800 128 46.0
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o € G: a permutation of NV elements,
o: the optimal permutation with maximum similarity.

* Optimize the model with the same metric:

K K
maXZSim(yi,y\;,(i)) —max Zﬁgj(i) (ci) x Dice(m;,ms(;)) - (8)
~ PQ ~ RQ ~ 5Q

The mask and the class should be correct at the same time.
Please read the paper for auxiliary loss terms.
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